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Which results can we trust? 
Using replications and prediction markets 
to assess the reliability of scientific results



Power posing
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• How “researcher degrees of freedom” and low 
statistical power have lead to a replication 
crisis and how we should design studies and 
do pre-analysis plans to solve this problem

• Not only an experimental problem
• Not only a social science problem



False results



How many published claims are false?

• False positive results
• False negative results

Ioannidis 2005 PLoS Medicine: Why Most Published Research Findings Are False



“Researcher degrees of freedom”

Ioannidis 2005 Why Most Published Research Findings Are False;  Simmons, Nelson and Simonsohn
2011 False-Positive Psychology: Undisclosed Flexibility in Data Collection and Analysis Allows 
Presenting Anything as Significant; Gelman and Loken 2013 The Garden of Forking Paths
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Simmons, JP, LD Nelson, U Simonsohn, 2011, False-Positive Psychology: Undisclosed Flexibility in Data Collection and 
Analysis Allows Presenting Anything as Significant. Psychological Science 22(11): 1359-1366. 



Forking

• Multiple testing problem where the universe
of tests is not clear

• The data decide the analysis
• Beware subgroup analyses etc
• P-values are meaningless



Which results can we trust?

• Depends on 
– P-values and power
– Publication bias
– Researcher degrees of freedom
– Priors

• Probability of a hypothesis to be true (“prior”)
• Typically subjective and unaccessible



How big is the problem?

(In some of the quantitative empirical
social sciences)



Open Science Collaboration (2015). “Estimating the Reproducibility of Psychological Science.” Science. 
Camerer et al. (2016) “Evaluating replicability of laboratory experiments in economics.” Science.
Camerer et al. (2018) “Evaluating the replicability of social science experiments in Nature and Science between 2010 and 
2015.” Nature Human Behaviour.



Open Science Collaboration (2015). “Estimating the Reproducibility of Psychological Science.” 
Science, 349(6251). 

35/97 positive results replicate
Relative effect size about 50%



Camerer et al. 2016 Science 
11/18 results replicate
Relative effect size about 60%



13/21 results replicate in Stage 2

Mean relative effect size: 50%. For 13 studies that replicated: 74%, for the rest, 0% 
Camerer et al. 2018 Nature Human Behaviour



“Could gambling save science?”

Hanson 1995 Social Epistemology



Our prediction markets on replications

• 10 days – 2 weeks
• USD 50-100 
• 50-100 participants
• Central hypothesis
• Binary outcomes
• Price: predicted probability of the outcome

occuring
• Participants get replication reports
• Also survey questions



Pooling 4 prediction market 
studies: 73% (76/104) correct
prediction rate
Pooling 4 surveys: 66% (68/103) 
correct prediction rate

Work in progress



Prediction markets results Nature and 
Science

From treatment 2



Probability of hypothesis being true at 
3 stages of testing for RPP

– Initial priors are low (median 
8.8%)

– Positive result in initial 
publication moves prior to 
intermediate level (median 56%)

– If successful replication, 
probability moves up (median 
98%)

– If failed replication, probabiliby 
close to initial prior (median 
6.3%)

Whiskers: range
Boxes: 1st to 3rd quartiles
Thick lines: mediansDreber et al. 2015 PNAS



What have we learned?

• Common false interpretation of p<0.05: 95% 
probability of hypothesis being true

• For this to be the case, a p<0.05 finding needs to 
supported in a high-powered replication

• Meta-analyses will also have inflated effect sizes –
we need replications

• Are the incentives for replications appropriate?
• There is something systematic about results that 

fail to replicate – and experts “know” this
– So why are so many false results published?

See, e.g., 2019 book chapter by Camerer, Dreber and Johannesson for more



Other thoughts

• Pre-analysis plans
• Problems probably worse for non-

experimental work
• Higher power and team science

– Munafo et al. 2017 Nature Human Behaviour

• p<0.005



Brodeur et al 2016



p<0.005

Benjamin et al. 2018 “Redefine Statistical Significance” Nature Human Behavior



Thanks!
anna.dreber@hhs.se

www.replicationmarkets.com

mailto:anna.dreber@hhs.se
http://www.replicationmarkets.com/
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